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Abstract Our daily lives are full of habits. Yet, even though we know them 
intimately, habits are surprisingly hard to pin down in laboratory settings in order to 
study them and their basis in the brain. For over a century, scholarly work on habits 
has been dominated by the idea that they are, fundamentally, a routine of behavior 
that gets set in motion as a sort of reflex in a given circumstance. This is captured 
by the theory that habits reflect an association between a stimulus or context and a 
response. Habitual behaviors of this sort are very different from behaviors that are 
driven cognitively, with a goal in mind, which is argued to reflect an association 
between the behavior and the outcome that occurs. In this framework, we can 
identify habits as behaviors that remain unchanged when the outcome changes, 
as well as when other environmental changes occur, because they look reflexive 
and not cognitively guided. In the brain, this insensitivity of behavior to change 
is known to rely on networks that include the dorsal-lateral aspect of the striatum. 
Ergo, the dorsolateral striatum (DLS), is regarded as a home base for stimulus
response learning for habits. However, when one examines habits further, there are 
explanatory gaps. First, there are alternative options for defining habits based on 
behaviors that appear stuck and unchangeable and that deserve closer attention. 
Second, when one digs further into the function of the dorsolateral striatum
the habit zone of the brain-it is not stimulus-response learning that jumps out, 
but rather other types of activity that may cause behaviors to look like habits. 
We view the research field as in rather muddy waters for trying to operationally 
define what habits are and for trying to understand how areas like the striatum make 
behaviors appear habitual. Yet, having several different working models to lean on 
and advances being made in both brain analyses and behavioral analyses, progress 
in this domain seems promising. 
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1 Introduction 

Reward-based learning can be categorized as being reliant on either Pavlovian or 
instrumental ( operant) conditioning. Within instrumental conditioning, two main 
types of behavioral strategies come into play: goal-directed behaviors and habits. 
Goal-directed behaviors are generally thought of as cognitively guided actions with 
a specific outlook on the goal, including the goal's value and its relationship with 
the actions. Using this behavioral strategy, the consequences of one's actions are 
weighed and used to determine whether to act. In contrast, habits are considered 
to be automatic stimulus-driven responses that are decoupled from the goal itself. 
Colloquially, habits are often casually categorized as "good" or "bad" and are 
spoken about as things that should be continued, like brushing one's teeth or going 
to bed early, or things that should be stopped or broken, like biting one's fingernails. 
The truth about habits is that their utility can quickly change based on external 
factors. For example, going to bed early might be good normally, but going to bed 
early on New Year's Eve when you plan to attend a party is a scenario where a good 
habit turns bad. One might need to transition back to being goal-directed to accom
modate those New Year's plans. Or one might build different types of habits, some 
appropriate for workday bedtime routines and others for weekend party routines. In 
this vein, we consider two interplays critical to understanding instrumental behavior 
and its neural substrates. One interplay is the balance between goal-directed and 
habitual control over behavior, which has received a lot of attention in behavioral 
and neuroscience research. Another interplay is transitions between different types 
of habits depending on contextual factors and how one selects those habits to fit the 
different scenarios. This topic, namely, how habitual actions are contextualized and 
carried out appropriately, is a murkier area for research. In this chapter, we develop 
a few conceptual frameworks for understanding how habits can be controlled and 
selected as an active process in the brain, one resulting in part from activity in the 
dorsolateral striatum (DLS). We consider how traditional concepts of DLS function 
as promoting habits through stimulus-response (SR) learning can be unsatisfactory. 
Instead, we highlight some other concepts that could have explanatory power for 
understanding habits and how the DLS contributes to them. These notions include 
roles for the DLS in prospectively guiding habitual actions, contextualizing action 
plans to achieve behavioral inflexibility, and attributing motivational value to action 
plans. 

2 Revisiting What SR Learning Tells Us About Habits 
and theDLS 

To study the brain mechanisms underlying habit formation, scientists must be 
careful in how they determine if a behavior is a habit or not. We can consider a 
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rat pressing a lever for food in an operant chamber. Just by looking at the animal, it 
is impossible to tell which of the behavioral strategies (goal-directed vs habit) it is 
using to solve the task. Cleverly, scientists have tested this by changing some aspect 
of the instrumental task and observing whether the behavior of the animal changes. 
In some cases, this has been done by changing the value of the outcome. Logically, 
if animals are relying on the cognitive, prospective goal-directed behavior, changing 
the value of the outcome should readily produce observable behavioral changes (less 
value, less behavior). Other times, the relationship between the action and outcome 
delivery is changed such that an action that once reliably produced outcome no 
longer produces outcomes in the same way, or even, outcomes are delivered on a 
schedule independent of the performance of the action. These measures highlight 
ways to differentiate between behaviors that might be goal-directed and behaviors 
that might be habits. Using these measures, there is now a wealth of evidence 
from multiple species and tasks showing that a brain area called the dorsolateral 
striatum (DLS; putamen homologue) and its connections are vital for behaviors to 
be expressed as habits. But with this wealth of information comes some curiosities. 

Habits have been modeled as associations between a stimulus and the response it 
elicits (SR) (Fig. 1 ). Forming a habit is a process of repeating those responses when 
in the presence of those situations/contexts, thereby stamping in SR associations. 
SR associations lack a "goal" or "outcome" component, which is contrasted to 
goal-directed behaviors that rely on associations formed between an action and an 
outcome (AO). Therefore, as an SR association does not include an outcome (0) 
component, a habitual behavior based on SR associations should not be sensitive 
to changes related to the outcome. By extension, if a brain area underlies SR
based behavior, then this brain area should cause outcome-insensitivity in behavior. 
This is clearly seen in procedures such as reward devaluation, where the value of 
the outcome of an animal's behavior (i.e., the reward) is reduced. Animals can, 
particularly after a period of extensive training, show that they are habitual by 
continuing to engage in behaviors despite the outcome of those behaviors being 
devalued. Reducing DLS activity renders animals much more sensitive to the change 
in the outcome value (Yin & Knowlton, 2006; Balleine et al., 2009), providing 
strong evidence that the DLS underlies SR learning for habits; without a DLS, 
animals are always attending to the outcome. Similar findings have been obtained 
by changing the goal to include a new aversive stimulus (Jonkman et al., 2012) or by 
changing how the action and outcome are related to one another (Yin & Knowlton, 
2006; Balleine et al., 2009). This has all been a very clear and convincing story in 
research. Yet, researchers have also pointed out that there are limitations in inferring 
SR habits from the behavioral measurements that we have at our disposal (De 
Houwer, 2019; Watson et al., 2022), that there are limitations to calling compulsive 
reward-seeking behaviors like addiction SR habits (Vandaele & Ahmed, 2021 ; 
Robinson & Berridge, 1993), and that there are functional aspects of habit-related 
brain function like in the DLS that are difficult to understand in SR terms (Smith & 
Graybiel, 2014). Below we raise and discuss several important questions. 
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Fig. 1 Illustration of 7 approaches to understanding behavioral persistence and habit, and the 
potential function of the DLS. Highlighted from top to bottom are key citations, a definition, key 
strengths, questions we have, and possible experiments that could be done to help better understand 
each approach 

2.1 What Are the Ss and Rs? 

A possible starting point for understanding habits as consequences of SR learning, 
and the DLS as a neural instantiation of this process, is to consider how Ss and Rs 
links are formed. By the logic of SR learning, there must be a specific R (or set of 
Rs) that becomes reinforced and associated with a specific S. In some cases, this S
R association process seems straightforward. Two major flavors of habit research 
in neuroscience are operant lever-pressing behavior and maze-running behavior. 
In the operant version, animals might press a lever a certain number of times for 
reward. This is a simple action (lever press, R) triggered by a specific situation (task 
context, S). Animals learn this lever-pressing behavior rapidly, and after extensive 
training ( or after using certain types of reward schedules; (Dickinson & Weiskrantz, 
1985)), animals show us that they behave habitually by failing to change their 
response when the outcome changes. The DLS shows us that it is involved because 
when it is inactivated, animals are sensitive to such outcome changes when they 
otherwise would not be (Yin & Knowlton, 2006; Balleine et al., 2009; Malvaez 
& Wassum, 2018; Seger, 2018). In the maze version, a classic example is having 
animals traverse a plus-shaped environment. Animals start in one arm (e.g., north), 
and then they tum a direction (e.g., right) to get reward. If the animals are then 
placed in the opposite maze arm from the start arm (e.g., south), they show us that 
they are running habitually by making the same learned tum direction (e.g., tum 
right) rather than following spatial cues and going to the left side, where the reward 
had been physically located (Packard & McGaugh, 1992). In this case, the S is 
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likely again the task context. As an aside, it is worth considering that the sensory 
milieu is presumably quite different when they move from north to south arms; yet, 
by still emitting the learned response of turning right, the S in such cases is the 
broader task environment itself. Regardless, this tendency of animals to perform the 
right turn when moved to the south arm increases with training time and is DLS
dependent (Packard & McGaugh, 1992; Packard, 2009). In other maze tasks, habits 
are also shown by animals undergoing extensive training and then being insensitive 
to outcome devaluation, with a key DLS role in this process as well (Jog et al., 1999; 
Smith & Graybiel, 2013; Crego et al., 2020). One can get even more simple with the 
S-R associations in understanding DLS function, such as simple motor movements 
like head bobbing (Tang et al., 2007) that can become outcome-insensitive. Still, 
some behaviors linked closely with reward consumption and lateral striatal function 
such as licking movements may not enter into habitual control, at least as judged by 
those movements remaining devaluation sensitive despite a lot of training (Tang et 
al., 2009). 

There are other behaviors that require the DLS but challenge our ability to 
identify what either the Ss or the Rs are. The DLS plays a critical role in guiding 
behavior towards cues that are associated with rewards. In some tasks, animals must 
locate intra-task stimuli and approach them to achieve goals. This is called "win
stay" or ''beacon" behavior, and it can become a behavior that is guided by the 
DLS (Sage & Knowlton, 2000; Berke et al., 2009; Kosaki et al., 2015; Crego et 
al., 2020). The S is obvious in this task (the cue). The R would seem to be the 
cue-initiated maze-turning behavior. However, to us, the R for the animal seems cue
directed, and to be more of a natural repertoire of approach behaviors. This type of 
cue-triggered approach bears some similarity to Pavlovian conditioned responses, 
particularly those that are measured as cue approach (e.g., sign-tracking as below), 
perhaps more so than similarity to classical instrumental actions. Thus, behaviors 
directed to cues can be DLS-dependent, but may not be clearly SR in nature. 

In reverse, an example of a behavior that requires the DLS but might lack a 
clear S is grooming. Rodents exhibit a pattern of grooming that follows a chain 
of movement events as a sort of syntax. Performing this grooming routine in a 
patterned form requires the DLS (Cromwell & Berridge, 1996). In this case, the R 
is obvious: the movement pattern. The S is less obvious. The S cannot just be tactile 
feedback from the grooming movements, as the grooming patterns persist despite 
tactile feedback being removed via limb amputation (Fentress, 1973). Grooming 
can be evoked by stimuli like moisture on the body, but in most circumstances, 
the grooming appears to happen spontaneously. What it the S to trigger grooming 
patterns? Is it an internal impetus of some nature to carry out the full sequence of 
grooming movements? In many ways, grooming bears resemblance to another facet 
of DLS function, which is learning and performing skills. A few examples of skills 
that involve the DLS include rotarod learning (i.e., staying on a rotating rod to avoid 
falling) (Yin et al., 2009), performing an action a set number of times at a set rate 
(Jin & Costa, 2010), and running mazes a certain way to get reward (Packard & 
McGaugh, 1992; Jog et al., 1999) or to escape (Asem & Holland, 2015). Although 
it is rare to find studies that address both skill learning and habit learning in the 
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same tests, which are needed to understand how they relate to one another, most 
habits do involve a skill aspect, and so it is not hard to understand why the DLS 
would be involved in both. However, there are cases in which measures of skill and 
measures of habit do not correlate perfectly (e.g., Smith & Graybiel, 2013; Vandaele 
& Janak, 2023; Garr & Delamater, 2019), suggesting a need for further research in 
this domain. 

Finally, there are some behaviors that involve the DLS that arguably do not 
have SR underpinnings. One example is Pavlovian-to-instrumental transfer (PIT). 
Animals learn that a Pavlovian cue predicts reward, and separately that an action 
leads to reward. Then, when the cue is presented along with the action option for the 
first time, the action behavior is potentiated when the cue occurs (the "PIT effect"). 
Animals exhibit this PIT effect without ever having received explicit pairings of 
the cue and action together for associative learning. Yet, the DLS plays a critical 
role in this type of cue-potentiated action (Corbit & Janak, 2007), despite it not 
being explicitly learned. Still, it is possible that the Pavlovian cue, represented 
in limbic regions, engages a habit-like behavioral function of the DLS through 
wider circuits, plausibly involving nucleus accumbens-DLS coupling (Belin et al., 
2013). An additional example is a behavior called sign-tracking, which is also 
DLS-dependent (DiFeliceantonio & Berridge, 2016; Naeem & White, 2016) (but 
see Fraser & Janak, 2017). Here, the insertion of a lever predicts reward delivery 
in a Pavlovian manner. Animals do not need to do anything for reward to occur. 
Yet, what many animals do is to approach the lever cue, then bite it, sniff it, and 
grab it as though it were food. This interaction with the lever cue is an appetitive 
process consisting of innate approach and consumption-like behaviors. For sign
tracking, the S is obvious Oever insertion), but the R is hard if not impossible 
to assign to a predictable pattern of muscle movements. What is the R in sign
tracking then? At the moment, it seems to be an ill-defined repertoire of cue-directed 
approaches and consurnmatory strategies. Notably, the sign-tracking response is 
not strictly an instrumental behavior. Although sign-tracking might plausibly be 
learned superstitiously as a behavior that must be done for a reward to occur, there 
is evidence that it does not result from such superstitious instrumental learning 
(Locurto et al., 1976; Chang & Smith, 2016; Ahrens et al., 2016). Thus, it is unclear 
what aspect of the R in sign-tracking is being reinforced in an instrumental learning 
way for an SR habit. Instead, for both PIT and sign-tracking, a more compelling 
account of these behaviors is to describe them in terms of incentive motivation 
rather than in terms of learned instrumental habits, despite the neural underpinnings 
of these behaviors involving the DLS (see also below for concepts of action salience 
and incentive habits). 

Collectively, with these examples, we arrive at a set of behavioral phenomena 
that the DLS participates in, with some that have straightforward SR associations 
underlying them, some that have fuzzier SR associations, and some that may not 
have SR associations. However, we point out that even simple SR situations can 
be unclear. Within the context of simple instrumental learning like pressing a lever 
for a reward, the S that triggers the lever-pressing R is usually thought of as being 
a task context or the sight of the lever. This makes the most sense in free-operant 
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conditions, in which the lever is always present for animals to press at their leisure. 
However, it is speculation what the S actually is in such cases. 

2.2 What Does DLS Neural Activity Tell Us? 

Another approach to this question of SR learning in the DLS is to take the 
perspective of the DLS itself: what do DLS neurons respond to during behavior 
and across learning? To begin with, the lateral striatum contains a topographical 
organization of neurons tuned to sensorimotor information in specific parts of the 
body (Kiinzle, 1977; Crutcher & DeLong, 1984; Selemon & Goldman-Rakic, 1985; 
Carelli & West, 1991). This organization would seem to set the stage nicely for 
DLS to represent the R component of a habitual behavior (when those neurons 
are engaged by an S). However, there is considerable plasticity in how these body
tuned activity patterns respond with repeated movement, such as occurring in task 
learning. For example, in rodents, neurons that respond to a specific body movement 
can actually decrease in activity as that specific movement is repeated (e.g., Carelli 
et al., 1997; Jog et al., 1999; Tang et al., 2007). In studies that engage more complex 
bodily movements to perform a response in a task, DLS neurons that represent 
that response can become linked to the stimuli that engage those responses in a 
nicely associated manner. In other words, neurons may be active during a particular 
response that was emitted by a particular cue (Stalnaker et al., 2010). However, the 
same type of SR-appearing neuronal response patterns are seen simultaneously in 
the medial striatum, an area that favors AO learning and purposeful behavior in 
opposition to SR-based habits. Similarly occurring DMS and DLS activity patterns 
with extensive training are seen in some other studies too (Vandaele et al., 2019), 
and there is an argument to be made for considering DMS and DLS activity as 
copiloting some ongoing behaviors (Schreiner et al., 2020). However, DMS and 
DLS activity do not always align with one another during habits (e.g., Thorn et 
al., 2010; Gremel & Costa, 2013; Vandaele & Janak, 2023). There is also some 
intriguing new evidence that DMS dopamine activity may help promote habits 
(Seiler et al., 2022; van Elzelingen et al., 2022), contrary to the AO/SR divide 
thought to delineate DMS/DLS function. 

There are also studies showing that a predominant DLS activity pattern that 
develops with habit formation is one that emphasizes action "chunking" (Fig. 1). 
In 1999, Jog, Graybiel, and colleagues (Jog et al., 1999) discovered this striking 
pattern of activity in the DLS when animals performed a maze task. With training, 
DLS neuronal activity became accentuated at the start and end of the maze-running 
behavior, which was interpreted as potentially chunking together the running actions 
into a unit (similar to the way in which we remember some information like phone 
numbers) (Graybiel, 2008). Since then, this chunking pattern of activity has been 
observed in multiple DLS cell types, in multiple different types of tasks, multiple 
species, and several different brain areas beyond the DLS (Smith & Graybiel, 2016). 
The majority of studies in which this chunking pattern emerges in the DLS during 
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behavior involve animals learning to perform a behavior for reward, and it aligns 
fairly well with the development of skillful patterns of movement. Although it 
emerges in parallel with the development of habitual running as assessed through 
outcome devaluation testing (see also below), it is most closely correlated with the 
speed and fluidity of behavior (Barnes et al., 2005; Smith & Graybiel, 2013). One 
might interpret this to reflect its important role in skillful behaviors that can, in some 
conditions, favor habit formation. Within the cells that contribute to this chunking 
activity pattern, which is roughly 2/3 of recorded projection cells, there are subtypes 
that respond to run-start, tum, run-stop, or combinations thereof (Barnes et al., 2005; 
Smith & Graybiel, 2013). Some cells do show modulation of their activity to task 
details like tum direction. However, by and large, this DLS activity pattern seems 
curiously independent from important task details, such as accuracy of responding, 
changes in behavior after task changes, and whether responding is sensitive or 
insensitive to changes in the goal value (Smith & Graybiel, 2013). For example, 
in one study, animals learned to traverse a T maze and to tum a certain direction 
based on an auditory cue they encounter while running. As they learn, DLS activity 
in fast-spiking intemeurons responds robustly to the start and end of the behavior 
(see "chunking" below) (Kubota et al., 2009). Then the cue is suddenly switched 
in modality from auditory to tactile. Animals must learn this cue-turn association 
anew, and they make a lot of errors followed by a period of improvement. During 
this learning time, however, DLS activity at the start and end of behaviors does not 
change much (though DLS neurons do also develop a new firing response to the cue
tum decision point). One might argue that the overall response schema (run and turn) 
is familiar and unchanged in the task and that the key events that maintain a stable 
DLS activity response-run start and run stop-remain the same. Yet, a similar 
study using T-maze behavior has also found a lack of relationship between such 
start- and end-related DLS activity patterns to major changes in task performance 
after reward devaluation (Smith & Graybiel, 2013). In that study, animals learned 
to run a maze and, depending on a mid-maze cue, turn right for one reward (e.g., 
chocolate) or left for a different reward (e.g., sucrose). Then, one of the rewards was 
devalued and animals were returned to the maze. They first behaved habitually by 
running to the devalued goal when so instructed. Then, with repeated experience 
with the now-devalued goal on the maze, they shifted their behavior to avoid the 
devalued goal. During this period of major behavioral change, new learning, and 
a clear switch to AO-guided behavior, DLS activity during the maze runs hardly 
changed at all. In fact, it did not even distinguish different trials in which animals 
showed different levels of sensitivity to the devaluation. On different trials, animals 
might run to the devalued reward when so-instructed, run to the valued reward when 
so-instructed, or run to the valued goal location (where there was nothing) when 
instructed to run to the devalued reward. DLS activity was similar on each of these 
different types of trials. It is difficult to imagine how this DLS activity functioned 
to promote SR behavior on the maze when it was present in clearly non-habit 
behavioral conditions, such as during maze runs in which animals were avoiding 
the devalued goal in a seemingly purposeful manner. It is possible, however, that 
the DLS was helping control behavior prior to reward devaluation, while after 
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reward devaluation, when behavior changed, the stable DLS representations of the 
task behavior were not "used" by the brain, and instead, other brain circuits for 
purposeful behavior were used. 

Even so, there are arguments to be made that the DLS carries an active, on
line influence over actions that can either be more goal-directed or habitual. This 
influence seems particularly related to the vigor of performance. In the above study 
with reward devaluation (Smith & Graybiel, 2013), the activity at run-start was 
correlated at a tight, trial-level with measures of running vigor, including early 
points in learning (i.e., prior to habit expression proper), later habit expression, and 
even later return to goal-directed behaviors after reward devaluation. Notably, the 
stronger this start-related DLS activity was the more routed animals ' runs were and 
the less likely they were to exhibit signs of deliberation in vicarious trial-and-error 
head turns at maze decision points. This finding aligns with several related studies 
that have shown a role for the DLS, and its nigrostriatal doparninergic inputs, in 
performance vigor for different varieties of ongoing movement routines (Aldridge 
et al., 2004; Haith et al., 2012; Barter et al. , 2015; Panigrahi et al., 2015; Dudman & 
Krakauer, 2016; Dodson et al. , 2016; da Silva et al., 2018), and it is also reminiscent 
of the movement control problems that result from nigrostriatal deterioration in 
Parkinson's Disease (e.g., Mazzoni et al., 2007). 

To gain a sense of how this start-related DLS activity causally controls habitual 
behaviors, we (Crego et al., 2020) transiently inhibited or excited this signal in 
several maze tasks. First, animals were trained on a response learning task, in which 
they learned to tum a single direction (e.g., right) on a plus-shaped maze for reward. 
The stimulation of the DLS for 0.5 sec at the start of runs made the full runs speedier 
and less deliberative. Stimulation in the middle of the runs, where DLS seemed 
to not be very active in prior work, did not have this effect on behavior. Reward 
devaluation showed that animals were behaving habitually, but run-start stimulation 
of the DLS was still able to increase the vigor of their habitual performance. 
Conversely, inhibition at run-start (but less so mid-run) tended to slow behavior and 
increase deliberations. This was especially true after reward devaluation. Animals 
with DLS inhibition at run-start mostly refused to run, thus showing an increase in 
outcome-sensitivity and a return to goal-directedness in their behavior. When they 
did run, they were far slower and deliberated on nearly every trial. We reasoned 
that the DLS manipulations at run start were particularly effective because animals 
could select and initiate their full running routine at that point. In other words, they 
would know from the start of a trial to go forward, tum right, and go forward again 
to get reward. To test this idea further, we exposed animals to a beacon task. In 
this task, they exited the start arm to reach the center of the plus maze and then 
needed to locate an intra-maze cue that signaled the location of the reward. To do 
this accurately, animals needed two action decision points-one to start running 
and one to approach the cue once it was located. In this case, DLS manipulations 
at run-start as well as at the cue location period produced the same changes in 
performance vigor. This set of results supports the idea that DLS activity at the 
point of choosing and initiating an action controls the level to which that action is 
vigorous and outcome-insensitive. 
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In both of the above tasks, running accuracy was not affected by the transient 
DLS manipulations. This was curious as response learning as well as learning 
beacon-directed behaviors is reduced with DLS perturbations like GABAergic 
inactivation or lesions (Asem & Holland, 2015; Packard & McGaugh, 1992; Yin 
& Knowlton, 2006; Balleine et al., 2009; Malvaez & Wassum, 2018; Kosaki et al., 
2015). The dissociation between run accuracy being unaffected and vigor being 
affected in this work suggests that there are other epochs in performance or learning 
time in which the DLS must be active to learn and recall the task rules that is 
separate from the action selection points that we manipulated. On this point, much 
work remains to be done on other aspects of DLS action chunking pattern and 
how it relates to habitual behavior. It is unclear what role run-stop activity has, 
nor is it clear which circuits the heterogeneity in cell responses that make up this 
chunking pattern come from. There are even DLS cells that develop responses to 
the outcome of behavior (e.g., to reward or to lack of reward), and these outcome
related responses change with learning and habit formation (Schmitzer-Torbert & 
Redish, 2004; Smith & Graybiel, 2016). Moreover, there is growing appreciation 
for DLS activity in post-task consolidation windows for action learning (Goodman 
et al., 2017; Smith et al., 2021). How each of these different DLS signals relates to 
habits is a point of continued interest. 

Collectively, the evidence that the DLS controls SR learning is underwhelming. 
Instead, we favor emphasizing the importance of the DLS in dictating performance 
vigor, at least in its activity at the time of action selection and initiation. This control 
over vigor appears to be ongoing and on-line. DLS activity seems less correlated at 
the trial level to outcome-insensitivity that can characterize habits, but outcome
insensitivity is clearly still under DLS control in a manner that can be linked-at a 
broader level-to the performance vigor that arises from the DLS (see also below). 
Thus, if SR learning does reside in the DLS, it has some explaining to do. When 
one takes the perspective of the DLS for how measures of habitual behavior can 
arise, SR learning representations do not jump out. That said, there is little point 
in abandoning an SR account of DLS function, as it certainly may be happening 
for some behaviors or in some pattern of neural activity or in some complex input
output circuit architecture, and, even if finding that mechanism remains elusive, the 
SR account of DLS function remains parsimonious as an interpretation of many 
dozens of studies. In this context, there are suggestions to consider brain areas that 
are important for habits less as uniform "habit" zones, and more as zones with 
multiple functional roles that might be connected with different circuit dynamics 
(Smith & Graybiel, 2016; Turner & Parkes, 2020; Watson et al., 2022). We simply 
hope to point out that finding the Ss and Rs that become associated with the DLS 
is a point of great interest in understanding its contributions to habitual behavior. 
It seems the Rs can be a set of muscle movements or a more complex "plan" or 
"schema" of behavior, it seems like the Ss can be discrete stimuli or else more hard
to-pinpoint representations of task environments or internal states, and it seems 
like the DLS can control aspects of behaviors that are both apparently habitual 
and apparently not habitual. It remains elusive how Ss and Rs are represented, 
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reinforced, and linked up within the DLS, and this elusiveness is a point worth 
making in its own regard about an SR learning account of the DLS. 

3 Revisiting What Behavioral Inflexibility Tells Us About 
Habits and the DLS 

3.1 Conceptual Considerations 

The above research raises the likelihood that the DLS can carry an active influence 
over ongoing behavior. In this section, we examine this notion further. The question 
to us becomes whether the DLS promotes the use of past action plans as habits (a ret
rospective outlook) or whether it is more actively engaged in habitual performance 
(a more prospective outlook). At face value, this may sound like a silly question. 
Habits are, essentially by definition, behaviors that we do automatically, semi
consciously, and consistently from occurrence to occurrence. We form behaviors 
that can, when they become habits, simply be set in motion when appropriate ( or 
occasionally when inappropriate). This is the view of habits that has a retrospective 
orientation-we repeat what was done before. Ergo, a brain area that controls habits 
in this way must do so by triggering previously learned behaviors in a reflex-like 
manner, with a retrospective "do what was learned" focus. This is certainly a true 
form of habit that must have a brain basis. However, there is room for considering 
that there can also be a brain basis of habits that actively controls them in an on
line, forward-looking manner to help them be executed appropriately. Part of the 
reasoning behind this argument comes from different concepts for how behavioral 
fixity of the habit sort can arise from processes unlike canonical habit learning, and 
part of the reasoning comes from studies showing that the DLS may-at least in 
some conditions-have a prospective role for planning and guiding habits (Crego et 
al., 2023). 

In early debates regarding SR versus cognitive control over different types of 
behavior, Tolman conducted a number of studies to show how behavior could 
be purposeful and goal-directed (Tolman, 1932, 1948). There were examples that 
seemed to show habit-like fixity in behavior, in which animals would continue to 
do something in a task despite it becoming disadvantageous. For example, animals 
may perseverate when task rules are changed. Instead of explaining such behaviors 
as SR-based, Tolman suggested that they were the result of cognitive fixation (i.e., 
purposefully following signs to get a goal in accordance with an understanding 
of the environment, but being fixated on how to go about doing it because earlier 
motivations were strong) (Fig. 1). As he writes, "If rats are too strongly motivated 
in their original learning, they find it very difficult to relearn when the original 
path is no longer correct" (Tolman, 1948). He likened it to similar forms of fixated 
behaviors in animals introduced to mazes, with some simply preferring to go a 
certain direction in a way that interferes with learning. By this logic, with learning, 
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we can consider that animals build up expectations and behave purposefully based 
on goals. When there is a sudden addition of something new to the environment 
like an aversive component to the goal, animals might actually understand this 
new component but weigh the prior experiences above it as a form of Tolman
esque goal fixation (see also: Dayan & Berridge, 2014). Indeed, we now know 
that, for the habit measure of resistance to outcome devaluation after extended 
training, more experience with the outcome in its initially valued state makes it 
more likely that the outcome will continue to be pursued later after devaluation 
(Adams, 1982; Dickinson et al. , 1995). As Dickinson et al. (1995) have shown 
and written, " .. . the critical determinant of the overtraining effect [ devaluation 
insensitivity J is the number of exposures to the pellets when the animals are hungry 
during training rather than the amount of instrumental conditioning. " Therefore, 
when animals continue working for a newly devalued outcome by "habit," one 
could argue that it is because they have had a long history of that outcome being 
valued, and that the probabilistic likelihood of it still being valuable is high. 
Zooming forward to today, we face a similar conundrum in many measures of 
habit. When animals continue to perform as they had learned to perform despite 
a new devaluation of the outcome, or despite no longer needing to perform the 
action when reward starts to occur freely, it may be hard to know if they are 
stuck in a habitual mode of responding or instead cognitively engaging with the 
task, considering what was learned versus what is new, maybe actively exploring 
newly imposed task conditions, or maybe even behaving purposefully based on prior 
(now experimentally "wrong") AO associations. These factors have been pointed 
out as a possible explanation of habit-like behavioral persistence in some cases, 
as have other factors like task confusion or problematic task inferences (Balleine 
& Dezfouli, 2019; Watson et al., 2022). While it is compelling to suggest that 
experimentally "wrong" persistent behaviors occur because animals are stuck in 
their old learned SR routines, there are other explanatory options that, in principle, 
can lead to such continued behaviors, including the process of prospective thinking 
to carry out a set of actions, be those learned rituals or new plans (Dezfouli & 
Balleine, 2012). One amusing demonstration of how habit-like behaviors could 
potentially be acquired as a form of cognitive fixation was a recent study that 
challenged rodents seeking drugs to solve a new set of puzzles every day to get 
those drugs (Singer et al., 2018). Despite the fact that this puzzle-solving challenge 
precluded the possibility of forming clear SR learning rules to get drugs-indeed the 
animals had considerable difficulty learning the task-the animals still developed 
many markers of addiction habits, which notably included drug seeking despite 
the addition of aversive consequences. In this study, animals with a fixation on 
getting drugs developed habit-like inflexible behaviors presumably in the absence 
of SR learning (however, in this case, behavior was not clearly linked to the DLS). 
Scientists recognize that identifying behaviors as habits if they persist despite task 
changes is a negative indicator, which carries inherent limitations. Essentially, we 
infer that animals are behaving habitually when we change the task or outcome but 
see that the animals do not change their behavior. In other words, when animals 
are not performing an instrumental action in an AO manner, such as by continuing 
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to work for a devalued outcome or failing to adjust to a task change, then they 
must be performing by SR habit as a default (assuming control conditions rule out 
other factors like confusion). We need research in several domains to better flesh 
this out. First, we need more attention to the details by which animals respond. 
When they continue responding after a task change, are they responding in the 
exact same way as before or are they responding in new ways? Is the structure 
of the response the same or different? Simple measures of lever press choice and 
pressing rates, which are commonly reported performance indices, do not give us 
this. Second, we need to know if a continued response is prospective (forward
looking, more cognitive-like) or retrospective (backward-looking, more habit-like). 
Are animals reflexively behaving as they had or are they instead attuned to the task 
in a more purposeful manner? By extension, when an area like the DLS encourages 
behaviors to be continued despite task changes, we need to better resolve whether 
that area is promoting the use of learned routines (SR habits) or instead promoting 
exploratory/purposeful plans of action (not SR habits). In the next sections, we cover 
some recent insights into this. 

3.2 A Closer Look at Outcome Devaluation 

Despite a lot of work having been done since the era of Tolman, it is still difficult 
to tell if a behavior that persists after a change in task conditions is truly habitual 
or not, in the strict sense of habits being automatic and rather mindless reflexes. 
This issue has come into sharp focus due to the recent work on the "gold standard" 
measure of habits, outcome devaluation insensitivity. As above, habit research has 
traditionally used a test of sensitivity to outcome devaluation to assess whether 
animals are reliant on a habit to solve a task in the lab. Generally, two types of 
outcome devaluation have been used: devaluation by satiety and devaluation by 
conditioned taste aversion (CTA). In the former, animals are usually given free 
access to the outcome prior to behavioral testing, allowing them to become sated 
on that outcome. Then during the post-devaluation probe, animals are tested, often 
in extinction, to see if responding rates changed compared to basal levels. Similarly, 
outcome devaluation by conditioned taste aversion involves reducing the value of 
the outcome and testing animals afterward to see if their behavior flexibly changes 
to meet that reduced value. The difference in this method, however, is that rather 
than allowing animals to sate themselves on the outcome, the outcome is made 
explicitly aversive by inducing nausea. These two devaluation methods are distinct 
in that the outcome becomes relatively valueless (consider a value of+ 1 becoming 
a O during satiety) during satiety-based devaluations while in CTA, the outcome 
becomes, at least somewhat, aversive (value of +1 becoming negative). However, 
the crux of what is happening behaviorally remains similar because what was once 
valued is now valued less so, and behavior is tested to ascertain whether animals 
reduce instrumental responding (are goal-directed) or maintain performance despite 
these value decrements (habit). 
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Over time, articles have noted limitations to the outcome-devaluation
insensitivity measure of habits. It is a null result, and as a null result, habits 
may be one of many interpretations for why animals are insensitive to outcome 
value changes. Devaluations do not always transfer perfectly across contexts and 
are rarely permanent, so there would be some residual positive value that could 
drive continued outcome pursuit. Test phases are also commonly limited to very 
brief assays to see if animals will pursue a devalued outcome under extinction 
conditions, which is a task context that is rather unlike the task context they initially 
learned in. Even in such test phases, devaluation-sensitive behavioral evidence can 
be small in effect size and rarely if ever appears as a full cessation of behavior 
(Holland, 2008). Some behaviors also never develop devaluation insensitivity, such 
as behaviors in more complex task scenarios (Colwill & Rescorla, 1985), despite 
the fact that complex task behaviors can seem very well-learned. 

Even beyond these caveats to the use of reward devaluation per se to identify 
habits, two recent studies-one examining cue-approach behavior (Amaya et al., 
2020) and another examining lever-pressing behavior (Bouton et al., 2021)
found that a common way in which the CTA method is used to study outcome 
sensitivity/insensitivity can possibly lead to entirely wrong conclusions about 
habits. Specifically, if LiCl-reward pairings to devalue the reward are done in a 
non-task context, as is typical in experiments, animals placed back in the task after 
CTA learning can look habitual and show outcome-devaluation-insensitivity. If the 
CTA is instead done in the task context, animals will show that they are clearly 
not habitual and exhibit outcome-sensitivity in their behavior. This effect is not 
due to LiCl-induced nausea being associated with the testing room itself because 
LiCl exposure in the testing room without any reward consumption does not affect 
behavior (Bouton et al. , 2021). The effect is also not due to a failure to learn and 
remember the LiCl-food-nausea association, because animals exhibit this learned 
aversion on the task when rewards are ultimately encountered (Amaya et al. , 2020; 
Bouton et al., 2021). Thus, whether animals appear habitual or not can depend on 
where reward devaluations occurred. This is problematic. However, these studies do 
point to a fascinating role for the generalization of outcome values across different 
environments as a potential factor in the control of actions and habits (see below). 
Also, we should recognize that other forms of devaluation (e.g., satiety) and other 
types of tasks (e.g., maze running) have not been investigated in this way to our 
knowledge, and those conditions may or may not prove to be different. 

3.3 A Role for Prospective Action Planning 
and Contextualizing in the DLS 

In the above section, it was discussed that animals exhibit outcome-insensitivity 
when the CTA to devalue the reward is conducted in a context different from the 
task context, but they exhibit outcome-sensitivity when the CTA is done in the task 
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context (Amaya et al., 2020; Bouton et al., 2021). This means that the persistence 
that animals show in a task after CTA, when the CTA is conducted elsewhere, is 
related to poor generalization of that CTA learning to the task. We highlight a recent 
effort to use models of action and habit learning to account for this phenomenon 
(Garrett et al., 2023). In reinforcement learning models, one framework holds that 
actions can be either model-free or model-based. Model-free learning is thought 
to be an iterative process, by which behaviors are learned through positive or 
negative feedback. This type of learning can underlie habits, and so, habits can be 
one destination of model-free learning systems. In contrast, model-based learning 
involves a more cognitive process of constructing a representation of the world and 
its possibilities. The argument in this new modeling effort (Garrett et al., 2023) is 
that the apparent devaluation-insensitivity we see when CTA is done outside of the 
task environment could be a model-based process. The devaluations done elsewhere 
create a distinct context of learning that becomes separate from the context of initial 
learning when the reward had still been valuable. This process is analogous to 
how extinction learning does not erase initial learning, but rather initial learning is 
preserved and extinction learning becomes a different learned experience. Animals 
then use history and context as important factors in either expressing or suppressing 
that initially learned behavior, be it after extinction or devaluation. The decision to 
continue performing actions despite outcome devaluation can thus be regarded as a 
cognitive type of response plan. 

One way of viewing this all is that the brain can create an action context, 
and when new experiences come along, the brain can learn those in a separable 
context than initial learning. This may be an explicit contextual dissociation, such 
as when the new information is literally in a new context as in the case of CTA 
learning above. Theoretically, the context dissociation could also be less explicit 
such as when animals learn a behavior and contextualize it separately from learning 
that occurs when new information is added to the task. For example, when task 
conditions change (e.g., a task rule shift) or when the reward changes (e.g., when an 
aversive component is added to it), animals may parse out the initial learning from 
the new learning that occurs with the new task information and keep those learned 
situations separate. 

This idea of contextualizing actions may have some explanatory power for 
understanding the DLS (Fig. 1). Recall that inhibition of the DLS renders animals 
more sensitive than they otherwise would be to changes in a learned task. For 
example, animals without a DLS are more sensitive to changes in action-outcome 
contingency (Yin & Knowlton, 2006; Balleine et al. , 2009) and to the addition 
of an aversive stimulus to the goal (Jonkman et al., 2012). Similarly, animals are 
devaluation-insensitive if CTA learning is done outside of the task chamber, but 
DLS inhibition creates outcome sensitivity in that case (Yin & Knowlton, 2006). In 
normal situations, perhaps the animals are separating their initial learning from new 
learning when information changes (e.g., reward is devalued, task rules change, or 
an aversive stimulus is added). In these situations, they are "habitual" because they 
are behaving based on the old conditions rather than on the new ones. Perhaps the 
DLS is enabling this process. Thus, without a DLS, animals no longer separate 
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old from new information, which leads to the information collapsing together and 
the most current (i.e., recent) information dominating behavior. In the devaluation 
situation in particular, even over-trained animals will show devaluation sensitivity if 
the CTA learning is done in the task chamber, thus making the new CTA information 
more directly relevant and embedded into the task information that had been learned 
(Amaya et al., 2020; Bouton et al., 2021). Perhaps embedding the CTA learning into 
the task conditions is very similar to what happens when the DLS is inhibited-new 
information becomes more integrated with old information to be used in behavior. 
In other words, the DLS could separate out initial task learning from the new CTA 
learning that occurred elsewhere, and without a DLS that separation of learning does 
not happen-the old and new learning are collapsed together as though the CTA 
was part of the task context when it was not. We note that another common form of 
reward devaluation, satiety by pre-feeding, has not been systematically tested to see 
if animals show satiety-insensitivity if the pre-feeding was done in the task chamber 
compared to it being done in a different context. It could be that satiety and LiCl 
devaluations are exactly the same. Or, it could be that satiety is different and that 
animals will still show devaluation insensitivity even if the satiety was done in the 
task chamber, in which case, this logic does not apply as well to the satiety assay of 
habit. 

One prediction of the concept that the DLS parses action learning contexts is 
that it should be related to habit extinction, and indeed it is. In one study (Goodman 
et al., 2017), animals learned a response-based maze-running behavior, which is 
known to require the DLS. Reward was then removed and extinction of responding 
occurred. However, with the DLS inactivated during a post-task consolidation 
window, animals did not extinguish as well. In addition, by the logic ofDLS parsing 
action contexts, it ought to play a role in the renewal or reinstatement of habitual 
reward seeking after extinction. One study on drug-seeking behavior (though not 
obviously habitual drug seeking) suggests this might be true (Bossert et al., 2009). 
Animals were trained to seek heroin in context A and then extinguished in context 
B. Placement back in context A caused a reinstatement of heroin seeking. Rats 
with a blockade of D1 dopamine receptors in the DLS showed less of this context
induced reinstatement in a manner not easily explainable by a motor deficit. The 
DI blockade in the DMS did not interfere with reinstatement. Likewise, in this 
view of the DLS, it is ought to be important not only for response learning but 
also for changing that learning to a new response, such as in reversal learning tasks, 
and evidence suggests that this can be the case (Jackson et al., 2019; Bergstrom 
et al., 2020). We should be cautious in drawing major conclusions from a handful 
of studies that have many methodological dissimilarities. Still, the data begin to 
support a view that the DLS could plausibly be important for habit learning, 
performance, extinction, and reinstatement, and could be similarly important for 
learning a behavior and then for learning a new behavior that overrides the first 
one. We offer the action contextualization idea as one way to explain this diversity 
of DLS function. Systemic examinations of the role of the DLS in multiple stages 
of behavioral learning and behavioral change will be important to do in the future 
(Fig. 1). We add that another habit-promoting structure, the infralimbic cortex in 
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rodents, could also be a part of an action-contextualization network for habits. In 
one study (Smith et al., 2012), the inactivation of the infralimbic cortex after reward 
devaluation caused animals to avoid the devalued goal more, thus reducing the habit. 
However, once animals had been avoiding the devalued goal for a while, further 
infralimbic inhibition caused animals to go back to pursuing the devalued goal as 
though to reinstate the old habit. This might be explainable if the infralimbic cortex 
were helping toggle different action strategies to promote the newest ones. 

This line of thinking should require the DLS to be, at least sometimes, a structure 
for prospectively selecting and guiding actions in a more active form that might be 
appreciated from SR learning accounts alone. There are ways in which the DLS 
could be prospective in function. First, the DLS is routinely implicated in action 
learning and in the honing of ongoing behavior (e.g., Packard & McGaugh, 1992; 
Bailey & Mair, 2006; Yin et al., 2009; Bergstrom et al., 2020; Watson et al., 2022; 
Lerner, 2020) including as mentioned the extinction of habits (Goodman et al., 
2017). This set of work would suggest a possible role for the DLS in the prospective 
planning of actions. Second, because many studies examine DLS activity when task 
conditions are stable, it becomes impossible to know if manipulations of the DLS 
that reduce an aspect of performance do so because planning has been affected 
or prior learning has been affected. Third, most prior inactivation procedures 
(e.g., lesions, pharmacologic inhibitions) would have affected DLS activity before, 
during, and after an action, leaving unresolved what causal role DLS activity during 
the action itself has-such as the neural "chunking" representations noted above. 

In a recent unpublished study (Crego et al., 2023), we examined the possibility 
that the DLS could hold a prospective engagement in planning habit-like actions 
to help parse out new versus old action learning contexts. To do this, animals were 
trained on a simple FRl lever-press task for reward over 7 days where each press 
led to reward. During this time, the animals developed a predictable routine of 1-
press bouts (i.e. , pressing once and then checking for reward). Once this routine 
was stamped in, we then suddenly increased the task demands to an FR3, which 
now required three presses for reward, while inhibiting the DLS during the lever 
pressing. Control animals showed signs of learning by increasing 3-press bouts. 
DLS inhibition reduced this, causing animals to continue acting as though they 
were in an FRI task and pressing in 1-press bouts. Animals with DLS offline were 
favoring their initial learned action plan in a retrospective sort of manner. After 
additional FR3 training, the DLS was inhibited again, but without any task change. 
This inhibition did nothing to action strategies. Later, animals were shifted back 
from FR3 to FRl. During this shift, animals with DLS inhibition again favored 1-
press bouts and less 3-press bouts. This again showed that DLS inhibition caused 
animals to revert to their initially learned action routine. Collectively, it appeared 
that an active DLS allowed control animals to learn new task rules better and change 
their behaviors, but without a DLS behavior collapsed back to what was first learned. 
We suggest these findings show that the DLS helps animals parse out new action 
learning from old action learning, and prospectively learn newer more optimal task 
strategies when it was useful to do so. Of interest, this DLS inhibition effect looked 
"maladaptive" when animals gave I-press bouts when shifted to the FR3, but looked 
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"adaptive" when shifted back to FRl. These DLS perturbations were pan-neuronal, 
and we recognize that different cell types may function differently from one another. 
For example, we have also inhibited cholinergic intemeurons and found that this 
inhibition causes animals to adapt more readily to task changes, for example, from 
an FRl to FR3, which is opposite to the pan-neuronal inhibition effect. Moreover, 
a recording study recently identified DLS neuronal activity that appears to encode 
prior (retrospective) information for behavior rather than forthcoming (prospective) 
information (Cunningham et al., 2021). So, there is certainly an interesting cell-type 
story to investigate in this research area. 

Our study also uncovered a conditional effect of DLS in controlling performance 
vigor. In many prior studies, including our own, DLS inhibition will reduce 
performance vigor. This is particularly true when there is a "reason" to reduce the 
vigor of behavior, such as after devaluation of the reward when it may no longer 
make sense to seek the goal (Crego et al., 2020). In the action strategy study, we 
found that DLS inhibition likewise reduced vigor when animals were shifted from 
FRl to FR3. However, when animals were later moved from FR3 to FRl, the same 
DLS inhibition oppositely increased vigor. This was a surprising result because 
DLS inhibition reduced vigor rather reliably in our prior maze study (Crego et al., 
2020). It might be that the DLS participates differently in lever-press and maze
running conditions. Nevertheless, we interpret this surprising result as showing that, 
normally, the DLS encourages vigor when task demands rise (e.g., FRl ➔FR3), 

while encouraging it less when task demands decrease (FR3➔FR1) . With DLS 
inhibition, vigor was improperly low at the increase in task demand and improperly 
high at the reduction in task demand. This bidirectional effect of DLS inhibition on 
vigor, despite animals doing FRl-like behaviors in both cases, might indicate that 
DLS inhibition is not simply making animals prefer to do a strategy that requires less 
effort. Likewise, when the reward is not delivered on an FRI schedule but animals 
behave in an FRI manner, it is not an energetically "easy" strategy to use. However, 
there may well be an interaction of effort and task strategy, underlying the effects of 
DLS inhibition in this particular case. 

In conclusion, we offer several points of consideration: (1) habits could in 
principle arise out of animals favoring prior learning conditions over new changed 
ones, as an active online process; (2) insensitivity to outcome devaluation, a 
defining characteristic of habits, could arise from animals behaving prospectively 
by considering initial learning conditions as separate from new outcome devaluation 
information gained elsewhere; (3) DLS activity during behavior can encourage a 
prospective learning strategy for acquiring new actions routines while also preserv
ing the old learned routines; and (4) DLS controls performance vigor but can do 
so conditionally to match task demands in a similar action-context-specific manner. 
These points provide a means for considering the DLS as an active, prospective 
brain system rather than a retrospective, reflexive brain system for habitual behavior. 
We would not go so far as to suggest that these prospective representations of 
actions in the DLS reach conscious control, nor that habits ought to be considered 
consciously regulated processes. It simply suggests a different way of thinking 
about DLS function, and a new way of thinking about how the defining measures 
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that we have for habits-vigorous and seemingly inflexible behaviors-could have 
underpinnings in a surprisingly forward-looking biobehavioral operation. It will 
be worth some deep consideration about how to define habits going forward. Do 
we need to stop using the word "habit" to describe a behavior if it can occur 
through a cognitive-like brain process? Or do we expand our definition of "habit" 
to encompass those processes? For example, if devaluation insensitivity can be 
achieved in a cognitive-like process, perhaps it should not be used to define a habit. 
However, if that cognitive-like process occurs rapidly and automatically, perhaps it 
is fine to call it a habit. 

3.4 A Role for Motivation in Habits and the DLS 

A complementary notion, in alignment with a prospective role for the DLS, is that 
actions themselves can become endowed with motivational value and become an 
actual goal in their own right (Robinson & Berridge, 1993) (Fig. 1). Although 
habits are recognized as behaviors that lack a representation of the value of the 
specific outcome that they lead to, it is important to recognize that they are still very 
much influenced by motivational states and can be conditional. We also might have 
a ritual in which we prepare and drink coffee, but we do this at certain times when 
the desire for coffee hits us and not at other times. We also don't often eat, or at 
least eat a bit less, when sated versus when hungry. In experiments, this is seen for 
example in data showing that the strength of habits increases when hungry versus 
when full (Dickinson et al., 1995). The same motivational modulation of habits 
would likely occur across different internal states, including, for example, from 
thirst, sexual arousal, and socializing need. Cues can evoke motivational states that 
are thought to regulate habitual responding as well. For example, a view of habitual 
drug-taking behavior called "incentive habit" proposes that incentive motivational 
signals residing in limbic areas become abnormally coupled with DLS-based habit 
systems, resulting in habits being generated through cues and the motivational states 
they trigger (Belin et al., 2013) (see also: Dayan & Balleine, 2002). 

A different sort of way in which motivation might interface with habits is if 
actions themselves carry incentive value. In this view, actions can be something to 
do for their own sake, related to, but dissociable from, how those actions produce 
a rewarding outcome. There is a motivational urge to do them, and doing them 
is a goal of the organism in its own right (Glickman & Schiff, 1967; Robinson 
& Berridge, 1993; Mazzoni et al., 2007). The possibility that actions can have an 
incentive value was recognized by Robinson and Berridge when they proposed that 
Pavlovian cues can carry incentive salience and so too might actions (Robinson 
& Berridge, 1993). This notion holds that Pavlovian cues, by being paired with 
rewards, can become incentive targets, triggering motivation and attracting attention 
and behavioral pursuit. Sign-tracking, as noted above, is a behavior that can be 
explained by cues having an incentive value to them. In the brain, the incentive 
salience of cues has been linked to networks including the nucleus accumbens, 
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ventral pallidum, and their dopaminergic innervation. As the model goes, animals 
learn cue-reward relationships and dopamine release endows those cues with 
attractiveness and value. Perhaps actions can have an incentive value too. If actions 
can be incentives, it may have some explanatory power for understanding the roles 
of the DLS and its dopaminergic input. What happens when you lose the DLS? One 
thing we have covered is that you lose performance vigor. Subjects will be slower 
to initiate behaviors, be slower or more deliberate in performing them, and be more 
scattered in performing established routines. One might use the word "motivation" 
instead of "vigor" to describe such effects. Another aspect of behavior that is lost 
with DLS dysfunction is measures of motivations themselves, such as sign-tracking 
and PIT. If DLS is contributing a motivational value to behaviors, it might also 
help explain how in many cases the behaviors themselves seem to be complex 
natural repertoires of behavior, rooted in a sort of "schema" of what to do, rather 
than specific movements that could become associated with stimuli in an SR sense, 
such as in cue-guided behaviors ("beacon"-based performance), sign-tracking, and 
grooming. Dopamine within limbic circuitry is regarded as being important for the 
incentive valuation of cues, and there are hints that dopamine in the sensorimotor 
system could function similarly to endow actions with incentive value. These hints 
come from findings that nigrostriatal dopamine regulates measures of behavioral 
vigor (Mazzoni et al., 2007; Barter et al., 2015; Panigrahi et al., 2015 ; Dodson et al., 
2016; da Silva et al., 2018), and from findings that real-time nigrostriatal dopamine 
activity can itself increase action repetition in the absence of any explicit reward 
(Markowitz et al., 2023). There is also evidence from Parkinson's Disease. A similar 
idea to the notion that actions have motivational value is found in Mazzoni, Hristova, 
and Krakauer (Mazzoni et al., 2007). In studying the consequences of striatonigral 
dopamine depletion in Parkinson's patients, they suggested that there is low intrinsic 
motivation to move. They state, "We introduce the idea that the motor system has its 
own motivation circuit, which operates analogously to but separately from explicit 
motivation. We suggest that this "motor motivation" works implicitly (i.e., outside of 
awareness) and governs automatic and spontaneous behavior ... "(Mazzoni et al., 
2007, pg. 7115). Their framework of a "motor motivation" seems close to the idea 
that dopamine relates to cost/benefit analyses of moving, but reads as a more goal
focused account of valuing an action rather than the incentive salience notion above 
in which the action itself is intrinsically valued. Prior modeling efforts of actions 
and habits have proposed something similar, in which behaviors can become a goal 
in a cognitive-like sense, in which animals purposefully engage with them as a point 
of focus (Dezfouli & Balleine, 2012). 

There may be explanatory power for motivational processes in understanding 
why behaviors can persist despite reward devaluation or task changes as well. If 
actions acquire motivational value and become goals themselves, then their utility 
becomes dissociated from the value of the ultimate reward goal just like the value 
of cues can become disconnected from the value of the rewards they are associated 
with. Thus, it is worth considering that one reason animals may continue to perform 
behaviors even after task changes like outcome devaluation is because the actions 
themselves still carry some value to do. In other words, the focus of the animal is on 
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the action itself rather than on the reward goal, and as a result, changes to the reward 
goal do not immediately affect the value of the action. Ultimately, the reward goal 
will be the focus, but for now, the brain desires that next action step. 

This reminds us of a key feature of the incentive salience concept of Pavlovian 
conditioned responding, which is that it can become decoupled from the outcome 
value (unconditioned stimulus) itself (Robinson & Berridge, 1993). Normally, our 
wants track our likes. For example, we often respond to a cue for food appropriately 
to the extent that we will ultimately like that food. But there are also examples in 
which our response to the cue-the wanting that it evokes-is irrationally higher 
than how much we will like the reward that the cues predict. This heightened cue 
value can play a role in peoples' urges to eat past satiety or to take drugs despite the 
enjoyment of the drug being low from tolerance. Robinson and Berridge write, "The 
neural system that is rendered hypersensitive ('sensitized') to activating stimuli is 
hypothesized to mediate a specific psychological function involved in the process of 
incentive motivation: namely the attribution of incentive salience to the perception 
and mental representation of stimuli and actions. This makes stimuli and their 
representations highly salient, attractive, and "wanted"" (Robinson & Berridge, 
1993, Pg 249). In a more recent publication, Berridge adds, "my colleagues and I 
have often wondered whether incentive salience can be attributed onto an action 
by mesostriatal systems, as "action salience," which would give motivational 
attraction and urgency to performing it" (Berridge, 2021). A notable feature of 
the incentive valuation of reward-related stimuli is that it can, in some studies, 
grow in strength to tag the earliest relevant information as particularly meaningful. 
For example, one can set up a task in which a cue follows a second cue which 
then leads to reward. Animals will sign-track to both cues, showing that the cues 
have acquired motivational value. With time, sign-tracking grows to be greater to 
the first cue compared to the second, suggesting its value is highest (Smedley & 
Smith, 2018a, b). In brain motivation systems, areas like the ventral pallidum can 
represent the value of serially occurring cues with neuronal responses to both cues 
but with greater activity to the initial cue (although changes in the motivational 
state seem to preferentially affect neuronal activity at the second cue) (Tindell et 
al., 2004; Smith et al., 2011). In the domain of action learning, a recent study (van 
Elzelingen et al., 2022) trained animals to do one action (a seeking action), and 
then a second (a taking action) to get reward. Animals received periodic assays 
of action preference in which they could choose which of the two actions to take 
if they were simultaneously available. As animals learned the task and then were 
overtrained, they developed a strong preference for performing the first action (the 
seeking action), which was argued to reflect the development of a habit in the 
task. Although this finding could be interpreted as animals learning with time to 
understand and favor the initiation of a seeking-taking routine, it might also be 
interpreted as showing an incentive valuation that is highest to the seeking action. 
This preference of the seeking action in this study corresponded in the brain to 
DLS dopamine signaling, but actually more so to DMS dopamine signaling, which 
is a finding worthy of further research. We have noted above that in the DLS, 
aspects of a habit such as vigor can be dictated by the strength of DLS activity 
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at the onset of complex behaviors-the onset being similarly the first task event. 
In tum, there is evidence that when ingrained behaviors are halted, such as after 
enough experience with a reward being devalued with CTA, after satiety, or during 
extinction, the initially learned behaviors are the most stubborn to get rid of. In a 
maze study example, when all outcomes are devalued, animals quit running the task 
in a marching-back fashion, first ceasing to approach the goal, then ceasing to turn 
to it, and then finally after a lot of trials ceasing to start running (Smith & Graybiel, 
2013). During this, DLS activity chunking patterns deteriorated, much in the way 
they deteriorate when rewards are removed (Barnes et al., 2005). Earlier studies 
have shown this sort of "breakdown of operant chains from consummatory response 
backwards" (Morgan, 1974) for various behaviors during extinction. Taken together, 
these data indicate the possibility that some task scenarios endow the earliest task
relevant information, be it a cue or action, with importance. This importance could 
plausibly reflect a motivational value to engage with that cue or behavior. 

Of course, much more work needs to be done to measure whether animals are 
performing actions as a means to reward only, or if there may be a motivational value 
for the actions that results in them being an incentive goal themselves (Robinson & 
Berridge, 1993). One approach might be to devise situations in which performing 
an action can be unequivocally a goal to the animal, a goal they might even work 
for. For example, some work (Carder & Berkowitz, 1970; Taylor, 1972) has shown 
that, if given a choice, animals can actually prefer to work for food rather than 
to receive free food, as though the work itself was valued. However, to the extent 
one wants to consider this "incentive action" idea as a real potential phenomenon, 
one may find examples all around them. It is not uncommon for routine to be 
described as something that is desired, rituals that seem pointless to be described as 
comforting and meaningful, warm-up patterns to be described as critical elements 
of athletic preparation, behavioral exertion like weight lifting to be described as 
enjoyed, and working hard to be described in adulating terms. These anecdotes 
suggest an intuitive appeal for the idea that behaviors done repeatedly can acquire a 
positive motivational value. In research settings, there are many examples of animals 
performing actions despite them lacking a clear goal. For instance, a review by 
Morgan (Morgan, 1974) highlights ways in which instinctual or learned actions 
in animals can persist beyond satiety and thus beyond valuing the outcome that 
those actions lead to (e.g., food) . Once sated, animals' food-seeking actions often 
do not cease immediately but gradually decrease over time/trials . Diverse behaviors 
such as lever pressing, digging, and feline predation have all been seen to continue 
despite satiation and well past the point of animals consuming much of the reward 
when becomes available. The insensitivity of behavior to satiety is a common 
measure of habits, and so one might want to define these kinds of satiety-resistant 
behaviors as SR-based habits. Although it is fine to draw this conclusion, it might 
be more compelling to view these behaviors as things animals are engaged in and 
are motivated to do in their own right because, as the Morgan article discussed, 
they have their own history of utility. It is difficult to look at pet cats chasing 
laser pointers, or dogs chewing into squeaky toys, and describe them as SR robots; 
instead, we see the animals' behavior as something they have a desire to do and 
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seem to enjoy, sometimes irrespective of any reward like food that may come from 
it. In short, an account of habits that considers actions as having an incentive value 
themselves may be worth consideration. If actions can be a goal, then it would 
make sense that they can be performed for no clear (i.e., reward-related) reason 
to experimenters. In the brain, it is worth studying a potential role for the DLS in 
this process. 

4 Conclusion 

SR accounts have helped science make terrific headway in understanding how 
behaviors can develop into habits, and how brain systems for habits function. 
However, on closer examination, SR accounts do not seem to have full explanatory 
power for understanding some aspects of behavior we consider to be hallmarks of 
habits, or for understanding the function of brain areas like the DLS. To fill this 
explanatory gap, we have explored additional frameworks (Fig. 1). These include 
considering habits as an active prospective process of performing actions, as a 
process of contextualizing old behaviors separate from new information, and/or as 
actions themselves becoming motivational targets. To complement the work being 
done on brain systems for goal-directed versus habitual policies of behavior, as well 
as work on behavioral markers of habits, it could be helpful to examine different 
possible conceptual frameworks for habits in experimental settings. In this vein, 
we propose it can be worth taking a brain structure that encourages habit-like 
persistence in behavior and asking how it does that. 
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